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Where Are We?

All the data in
the Gulf of
Maine

Data Ingest/Processing

" Data Ingest
| Workflow

Data Transform

Object Store (S3)

Elastic File Storage '
(EFS)

ERDDAP API Buoy API

ERDDAP WAF I00S Catalog STAC

NERACOOS

NORTHEASTERN REGIONAL ASSOCIATION  © il Gulf Of Maine
OF COASTAL OCEAN OBSERVING SYSTEMS 2
Research Institute

You are here



Where We Started L NERACOOS
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e Cron*

 SEC - cron but less likely to start up correctly with the system

Untracked, unmanaged, conflicting environments

Observability = cranky emails

« Super rickety EC2 instances that were migrated from another provider

*If you are still in the world of cron, or other opague orchestration
systems, and similar services will help you sleep better.


http://healthchecks.io

What Were Our Goals? ! NERACOOS

AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA ' Gulf of Maine
Research Institute

* Know what state the data is in

 Know what are workflows were up to

* Allow services and data pipelines to evolve at their own rate
 Manage the blast radius, have a better idea of what failures will affect

 Have standard ways to describe, deploy, observe, and interact with
parts of the system



Essential vs Accidental complexity
(aka The Mess)

Essential

Dealing with other systems
Derived data

Services have to run
somewhere

Services & data needs to be
publicly accessible

Services & data have
dependencies

The ocean

AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA ' Gulf of Maine
Research Institute

Accidental

Lack of observability/monitoring/
debug-abillity

Library dependency conflicts
between workloads

Un-declared data dependencies
Network or server hiccups

Cron timing mismatches

Blurred lines between
Infrastructure and data
complexity



Early Decisions - Kubernetes ZC NERACOOQOS ™™
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* Docker containers enforce strong isolation and repeatable
environments

Kubernetes enforces strong interfaces between workloads
* Lots of community, tooling, and knowledge
Standard ways to see:

Which workloads are exposed to the internet

The dependencies of a workload

States of components

kubectl get --all-namespaces ingress

NAMESPACE NAME CLASS HOSTS ADDRESS

argocd argocd-server-ingress <none> argocd.aws.neracoos.org a60188d8abf76417599a9b430842dba3-1113587032.us- -1. .amazonaws.
buoy-barn buoy-barn-ingress <none> buoybarn.neracoos.org ab60188d8abf764f7599a9b430842dba3-1113587032. us- o .amazonaws.
inundation-dashboard inundation-tool <none> inundation.neracoos.org a60188d8abf764f7599a9b430842dba3-1113587032. us- -1. .amazonaws.
kube-prometheus-stack kube-prometheus-stack-grafana nginx grafana.aws.neracoos.org a60188d8abf764f7599a9b430842dba3-1113587032.us- -1. .amazonaws.
mariners-dashboard-dev mariners-dashboard <none> mariners-dev.aws.neracoos.org a60188d8abf76417599a9b430842dba3-1113587032. us- -1. .amazonaws.c

mariners-dashboard mariners-dashboard <none> mariners.neracoos.org a60188d8abf76417599a9b430842dba3-1113587032.us- -1. .amazonaws.
mbon-erddap mbon-erddap-ingress <none> ismn.erddap.neracoos.org a60188d8abf764f7599a9b430842dba3-1113587032.us- -1.elb.amazonaws.
oa-erddap oa-erddap-ingress <none> oca.data.neracoos.org a60188d8abf76417599a9b430842dba3-1113587032.us- -1. .amazonaws.
sea-eagle dagster-ingress nginx sea-eagle.neracoos.org a60188d8abf764f7599a9b430842dba3-1113587032.us- -1. .amazonaws.
sea-eagle dagster-oauth2-proxy nginx sea-eagle.neracoos.org a60188d8abf76417599a9b430842dba3-1113587032.us- -1. .amazonaws.
sea-eagle data-erddap nginx data.neracoos.org a60188d8abf76417599a9b430842dba3-1113587032.us- -1. .amazonaws.
sea-eagle data-nginx nginx data.neracoos.org a60188d8abf76417599a%9b430842dba3-1113587032.us- -1. .amazonaws.
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Early Decisions - Kubernetes (.NERACOOS ™

Spent 4 years learning on smaller projects and clusters as a team
* Learned how to lean on provider and community tools
* Argo CD, Kustomize and Helm
Grafana, Cert-Manager, External Secrets Operator

 How do our services react to being containerized, treated as cattle, and
forced into playing with the cloud?

- ERDDAP & S3

Applications ~ Q, oa-erddap APPLICATION DETAILS NETWORK
© APpDETAILS WGV < SYNC | @ SYNCSTATUS | D HISTORY ANDROLLBACK | @ DELETE | C' ReFResH~ JProW=:: - := ERUT
SYNC STATUS LAST SYNC
€ Healthy (V] Synced to HEAD (551fbds) (] Sync OK to 255b822
Auto sync is not enabled Succeeded 16 days ago (Wed Sep 06 2023 17:20:06
- GMT-0400)
Author: MERACOOS Sea Eagle Cl <neracoos-sea-ea... Author: NERACOOS DA ERDDAP Cl <neracoos-oa-er...
Comment: Upgrade sea-eagle-hohonu-tide-gauges tod... Comment . Upgrade OA ERDDAP to b1b8b2468h816a5..
= EH + - @ & |70%

a-erddap-service . = paperddap-deployment-6967b.. .

ﬁ ab(788d8abf7e47599a0b. 43..

a
.l
.O
(]

=]

oa-erddap-ingress
= N goc
ing

ol



What We Tried - Pachyderm ! NERACOOS
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« Language agnostic, Docker & Kubernetes based execution model
» Workflows triggered by changes in data store structure

» Agnostic to type of data

* Very opinionated about structure of data store

* Really doesn’t want anyone else touching its data store

« Minimal observability of tasks or data

* Licensing and cost went from friendly to extremely expensive



What We Tried- Prefect C.NERACOOS ~
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* Python workflow engine

* Hybrid cloud options to let them manage the orchestrator

» Really quick to get going, and wrap your head around the concepts
« Easy to pass data between tasks

* Ul is focused more on stats about your tasks and workflows, rather
than what your data is doing

» Evolving towards more flexibility in task management than data
management

@¢% Summary © 24 Hours - &2 0 failed flows © 24 Hours v (9 19 upcoming runs

No reporled failures in the last day... Everything looks ~ UPCOMING

In the last day o good!

hourly-default-dataset-refresh » vermilion-whale

26 96 2 Scheduled for 1:00pm EDT ‘
flow runs ceaded hourly-default-dataset-refresh » versatile-beetle p
Scheduled for 2:00pm EDT
hourly-default-dataset-refresh » furry-walrus £
Scheduled for 3:00pm EDT
hourly-default-dataset-refresh » wisteria-dinosa.. =

OOOOOOO
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What We Tried- Dagster (.NERACOOQOS -
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Python workflow engine (working towards supporting other languages
natively)

Hybrid cloud options to let them manage the orchestrator

A little slower to get started with than Prefect

Layered concepts, move between task or asset focused as needed
Easy to pass data between tasks

Easy to surface metadata to the orchestrator

‘Data aware, but agnostic’




What We Didn’t Try <! NERACOOS e
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 Airflow - knew we wanted data aware orchestration, hard to pass data between tasks

« Argo Workflows - Largely language agnostic, very little awareness of what is happening
during a task

 Luigi - Seems to have run out of steam, not very data aware
* Ploomer - focused on orchestrating notebooks
» Kedro, Metaflow, Kubeflow - focused on ML uses
 Airbyte, dbt, Snowflake
« Often strongly data aware,

 but ‘n-dimensional data, what's that?’ No awareness or ability to work with gridded
data

 Flyte also preferred tabular data



https://pixelastic.github.io/pokemonorbigdata/

Where We Ended Up

Infrastructure - AWS
« EKS

« EFS

¢« S3

« System Manager -
Parameter Store

* SQS & EventBridge

e NERACOOS

Lt oo s g:s,fe ciane
Kubernetes Orchestrator
* Argo CD » Dagster
* Ingress-Nginx « Xarray
* Cert-Manager  Pandas
» External Secrets * Pydantic
Operator . 100S qc
» Grafana

* Prometheus

 Compliance
checker



Declaring The Mess - Ops & Assets

Ops/Graphs/Jobs

Ops (operations) are assembled into
abstract graphs which can be reused

Graphs can be customized into jobs

Jobs can be started manually, or
triggered by schedules or sensors

Assets

« 1 asset often equals 1 file
Ops or graphs of ops under the hood

Can be assembled into jobs or
automatically materialized as

dependencies change

03 Upstream data

B aggregated_df

single dataframe for full timeseries for.
Materialized Sep 21, 334 PM

Bl pandas

B datum_calculation_df
ataframe for analysis with NO...

(S

. NERACOQOS *

NORTHEASTERN REGIONAL ASSOCIATION
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.
&u ....o

Gulf of Maine
Research Institute

update_umaine_dataset 8= Graph in umaine_buoys...umaine-buoys

# Type an op subset... (ex: load_dataset_config+*) Q, Highlight...
= load_dataset_config
Get an UmalneDataselConlig from dict
@ rainebatasetconfig
@ dat Ptzine
® ud
< da df
Use speci = ch o find dfs for d
@ strirg
@ netcdt_key
@ dataset_confi
<0~ process_netcd
Cownioad, QC and D
® ra =
HE station_inf i
Download sta m Hot i
Materialized Sep 19, £:48 PM
@ [Path]
® i
o multi_file_meta
(3 Upstream data
‘Combine metadata from multiple NetCLQFs
BB standardized_df
@ dataset_metadatz DatasetMetadata
Standardized dataframe for full time 5...
@ latest datasst Pa
........ lized Sep 21, 3135 PM
@ daraset_dic Path
3 Upstream data
& ® Lt tedf P
& ds.m ® dn confiy Mained
Dataset metadata for Department of ... - templa b1
Malerialized Sep 21, 3:36 PM Gener itienal bles M. il
® da
(3 Upstream datz
B Hohonu_tide_Booth.._Harbor_ME ® ®:: 0
ERDDAP cata.neracoos.orglerddap) ¢.. o generate_dataset_services
Materialized Sep 21, 337 PM Generate dataset config files

® oy




Declaring The Mess - Partitions
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20 NERACOOS "7

« Most data has some sort of natural diVISION .., s - saitypareicionsoeringeion

« Calendar: Daily/Monthly
* Deployment: Buoy M0133

* Mapping between partitions

» Materialization policies let Dagster know
when to update a partition

=+ > Hohonu [ tide_gauges [ boothbay_harbor_me / monthly_df = EAssetinhohonu © [t

Partitions Events Plots Definition Lineage Auto-materialize history

[2023-06-01...2023-09-01]

2023-06-01

4 Partitions Selected

2023-09-01 Materialized

2023-09-01

2023-08-01

2023-07-01

2023-06-01

dh

& Latest materialization Run

» +, Sep 22, 11:55 AM (2039 prior events) @ 871fbe49
e

Metadata

start_date=START_DT,
end_offset=1,

)

monthly_partitions = MonthlyPartitionsDefinition(
start_date=START DT.strftime("%Y-%m-01"),
end_offset=1,

)

dasset(
partitions_def=daily_partitions,

)

def daily_df() — pd.DataFrame:
"""Transform daily response from Hohonu into a dataframe

dasset(
partitions_def=monthly_partitions,
ins={
"daily_df": AssetIn(
partition_mapping=TimeWindowPartitionMapping(
allow_nonexistent_upstream_partitions=True,
),
)y
|
auto_materialize_policy=AutoMaterializePolicy.eager().with_rules(
AutoMaterializeRule.skip_on_not_all_parents_updated(),
)
)
def monthly_df(
daily_df: dict[str, pd.DataFramel,
) = pd.DataFrame:
"""Aggregate daily dataframes to a monthly dataframe"""



Declaring The Mess - &NERACOOS .
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e Network connections and servers can
be fickle il

retry_policy=RetryPolicy(
max_retries=3,

* If there is a hiccup, we want to retry,

backoff=Backoff.EXPONENTIAL,

but not bring down the server

)y
)

’ Limiting SimUItaneOUS eXternaI e S?T;z:ﬁ;:;l:(:';le from the FTP server into the scratch directory"""
connections makes other server
admins happier ajon

tags={"one-off": "bio_ww3_72",},
)
def bio_ww3_72():

Download Wave Watch 3 forecast from Bedford Institute of Oceanography
and split up by regions

downloaded = download_file()



Declaring The Mess -
Schedules vs Sensors

Schedules

Cron, but you know what'’s
going on
* Predictable timing of sources

Often for sources that you can
ask for a specific subset

Sensors

Waiting for events
* Unpredictable source timing
* |dempotent run_keys

o """ Gulf of Maine
Research Institute

NORTHEASTERN REGIONAL ASSOCIATION
OF COASTAL OCEAN OBSERVING SYSTEMS

(.NERACOOS ~

daily_hohonu_boothbay_harbor_me @) @ Scheduleinhohonu & () Next tick: Sep 22, 6:48 PM UTC » [ Test Schedule

Description Update data for Department of Marine Resources, Boothbay Harbor, ME Hohonu tide gauge following a cron schedule (*/6 * * * #)

Latest tick Sep 22, 6:42 PMUTC 1 Requested

Job scheduled_hohonu_boothbay_harbor_me

Partition set None

Schedule Every 6 minutes (s/6 = « « )

Execution timezone uTtC

Tick history  Run history Started Requested Failed Skipped
bio_ww3_72_ftp_sensor @) 4 Sensorin bioww3_.@bio-ww3 = (B Nexttick: Sep 22, 2:51 PM [ Tast Ganane

Latest tick Sep 22, 2:46 PM  Skipped

Target bio_ww3_72
Cursor None # Edit
Frequency ~5 min

Recent ticks

Tick history Run history Started Requested Failed Skipped |

Sep 21, 7:53:54 PM 1 Requested — @® 23ebleb7

Sep 21, 4:37:26 AM 1 Requested = @ e5721ebc



Declaring The Mess -
Dataset metadata

* A common structure for

 Dataset services: ERDDAP/THREDDS/

Xpublish/STAC
* QC tests

 NetCDF attribute modification

 Links to sources

* Allows reusing ops & assets across datasets
* Designed to be the source of data for a CKAN

catalog

(S

. NERACOQOS *

.
' L]
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title: NOS CO-OPS Currents Data, Cape Cod Canal, West End, 6-Minute

services:
erddap
server: data.neracoos. org/erddap/
template_file: ../erddap.xml.jinja
dataset_id: PDRTS_CC_realtlme
dataset_id_template: "PORTS_CC_realtime"

tynes Lablacap

thredds:
rver: data.neracoos.org/thredds/
template_file: ../thredds.xml.jinja
dataset_id: PORTS_CC_realtime
dataset_id_template: "PORTS_CC_realtime"

qc:
gartod:
contexts:
- streams:
CS:
qarted:
aggregate: null
gross_range_test:
suspect_span:
- 10
- 220
fail_span:
- 0.5
~ 249
spike_test:
suspect_threshold: 3
fail_threshold: 4
flat_line_test:
suspect_threshold: 0.05
fail_threshold: 0.1
CD:
gertod:

aggregate: null
oross rance test:



Reveal The Mess -
Asset & Job state

« Easy to see the overall state of jobs, and lots

of info available if digging in further
« Assets surface even more info that jobs

quickly

Single dataframe for full timeseries for...

Sep 22, 315 FM

Materialized

H datum_calculation_df

Format dataframe for analysis with NO...

Newver materialized

Download station info from Hohonu for...

Materialized Sep 13,6:13 PM

H standardized_df

Standardized dataframe for full time s...

Materialized Sep 22, 3115 PM
EH ds_meta

Dataset metadata for Department of ...

Materialized Sep 22, 316 PM

B Hohonu_tide_Booth.._Harbor_ME
ERDDAP data.neracoos.org/erddap/ c...

Materialized Sep 22, 3:16 PM
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Timestamp
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Value

0.9835

Config

Metadata
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Timastamp
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I3 bio_ww3_72@hio-ww3 7 -

% bioww3_72

W bio_ww3_cleanup

D cc_portsfec-ports T s
O fweom@ivean &
O generate_serv..po@config-gen 3 ¢
£ hohanu ¥

it
¥ schaduwad_hohani_hath_me
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O umeine_buoys@unaine-buoys 11 -

W AN _zoppler_cumants

9P 8A1 ey

Overview

Activity Jobs Schedules Sensors Aesowrses  Backfils

Timelna | Assets  D700f 10 - | O Fee e
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We are already exposing asset & op | B @ .o

Standardize dataframe units and add ... Run QC checks and convert datafram...

m etad ata Materialized Sep 22, 3:38 PM Failed Sep 22, 3:38 PM

Checks ®3 A2 @3
Currently working on more direct
QARTOD & Compliance Checker
i n teg rati O n attenuated_signal_test © Passed

climatology_test © Passed
flat_line_test /A Warning
gross_range_test /\ Warning
location_test ) Passed
® csv.tail
! qartod_rollup () Failed
2023-09-22723:36:00

2023-09-22T23:42:00

2023-09-22723:48:00

2023-09-22723:54:00 nan I n ) n n n rate_of_change_test ) Failed
2023-09-23T00: 00: 00

spike_test ® Failed
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* Move all legacy data pipelines into the new
system

* Retire messy old infrastructure
* Enhance pipeline resiliency

 Accommodate data changes from providers
* Improve/standardize documentation
* Transition from ops to assets?
« Water level extravaganza!
* Drive additional services

« CKAN

* Model viewer




Why is our system called Sea Eagle? (. NERACOOS & 5 b
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« System Inspiration from GLOS’s Seagull

* | spent a month during initial deployment intentionally playing tour
manager for a very lost Steller’'s Sea Eagle

= 5N s A . . 4
‘}|? Q N ﬁ:ﬁs"*’ » / Hello, birdwafche:;\ /Sfrong and brav:\
W A I am 2 Bald Eagle. I am a symbol of all
- I am power and grace; }
pure elegance made Xy
flesh and feather. / =

A )) ( skraww k)

/" \hat's up everybody,
. I'm a2 Steller's Sea Eagle!

3

/" T wandered here from the

"Hey cool. T have l’a.ns'-!"
. Bering Sea and I'm suuuper lost | = _

T @ /Look how)

/Should have
| used a map
.ahaha anyway /

N huge I am
. hahaha .



