
National Environmental Satellite, 
Data, and Information Service

HFRNet in the NCCF - An 
Overview of Services to 
Support Cloud-based 
Applications

04/29/2025

Inger Kittle, Melissa Zweng, Mark Middlebusher



2National Environmental Satellite, Data, and Information Service 

Project Overview

NCCF Framework

NCCF Operational Capabilities Today 

Common Services and HFRNet Status

• Secure Ingest
• Science Sandbox
• Dissemination

Mapping NCCF Service Support to HFRNet

Transition to Operations and Beyond

Lessons Learned and Summary

Outline



3National Environmental Satellite, Data, and Information Service 

Customer: National Ocean Service - IOOS Office

NCCF Function: Ingest data from ~183 laptops (connected directly or through 
university run servers), insert data in a SQL database, run data through a Python 
algorithm (converted from Matlab thanks to the ASSISTT Team), executed using AO 
(Algorithm Orchestration), inserting the products back into the database and 
disseminating the data using the new Dissemination-Subscription Fulfillment service 
to 2 customers (IOOS and NWS/NDBC) pushing data into their S3 buckets

Deadline: Phase 1 is to be completed by June 30, 2025

Project Overview
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NCCF Operational Capabilities Today 
Core Service Operation Status Metrics

Secure Ingest
Operational - Q1 
FY21

Operational gateway to NCCF. Provides a single secure point of entry for all data 
types for NESDIS, NOAA and external partners, ensuring all data is safe for use 
through tailored checks.

Production
Operational - Q3 
FY21

Operational fault-tolerant environment for data processing including support for 
Product Generation with integrated orchestration and processing services.

Science Sandbox
Operational - Q3 
FY24

Virtual sandbox environment provisioned for developers, scientists, and 
collaborators to test algorithms, visualize data, and conduct basic research.

Stewardship
Operational - Q1 
FY25

Storage and preservation of data to support other NCCF service, ensuring 
end-to-end management of data.

Dissemination & 
Access

Operational 
Promotion - Q2 
FY25*

Provides low-latency data delivery for all NESDIS data within the NCCF.
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Secure Ingest 
Works with customers to ensure data needs are met either through current NCCF holdings 

or through ingest process. 

• Data ingests variety of formats through one time or subscription model

• Data Push/Pull utilizing HTTPS/FTPS/SFTP/FTP
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Secure Ingest - HFRNet 
Organized data by RA - worked with IOOS PM and station operators to ensure 

connectivity and troubleshoot issues. Originally identified ~160 or so, current count 

(without Canadian stations) is 183
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● Illustrates data flows 
from the 
laptops/university 
servers to NCCF

● Important for 
Security to 
understand data 
flow

Fishbone Diagrams
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Science Sandbox Service
The NCCF Science Sandbox (aka the Interactive Science Development Environment) is:

● A low barrier to entry and flexible environment where day to day science and innovation 
work can occur

● A common development environment for developers and scientists to develop and test 
scientific algorithms, visualize data, and conduct basic research

● First stop for Science Teams looking to move their routine product generation work to 
the NCCF

● Connected to NCCF Common Services

○ Ingest

○ Gitlab CI/CD Pipelines

○  Shared Tools Repository
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Science Sandbox Service - HFRNet 

With no science team working in the NCCF, the sandbox provides an environment 

for the algorithm transition team (ASSISTT) and the Application and Dataset 

Migration Team (ADMT) to incorporate the reconfigured database and code and 

test these with the live datastreams and Algorithm Orchestration (AO) Service 

before promoting the application to our 5065 UAT environment.
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NCCF Dissemination 

Dissemination: Supports delivery of NESDIS products to customers. Current 
methods of dissemination:

● Legacy Distribution - Push to S3 bucket/FTPS, 
○ limited data support

○ no metadata

● Subscription Fulfillment Service - FTPS or SFTP pull, S3 push to customer
○ additional flexibility

○ metadata utilization
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Deployed to UAT - March 2025

Full deployment to PROD - ~May 2025

Tailored outputs for NDBC and IOOS/TetraTech

Dissemination via Subscription Service

Dissemination Service - HFRNet

HFRNet NetCDF Total Surface Current Velocity 
Data Products

(available as: hourly, 25-hour average, monthly average, 
and annual average)

500 m 1 km 2 km 6 km

U.S. West Coast (USWC) x x x x

U.S. East & Gulf Coast (USEGC) x x x

Puerto Rico & Virgin Islands (PRVI) x x

U.S. Hawaii (USHI) x x x

Alaska North Slope (AKNS) x

Gulf of Alaska (GAK) x x x

Great Lakes North America (GLNA) x x x x
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Mapping NCCF Service Support to HFRNet
NCCF Service HFRNet Project Applicability Improvements over existing HFRNet

Infrastructure Connects to each laptop/University server Streamlined access versus portal/node structure

Secure Ingest Reads in data from each laptop/server every 10 minutes - also 
reads metadata

Dashboards show status

Database MySQL database implemented to store data after read into the 
appropriate location

3 different databases merged into one (1)

Algorithm 
Orchestration

New version of Product Generation process that runs program to 
read in live data and generates various time-dimensional 
products, which are then put back in the database

ASSISTT Team rewrote processing code program 
from MATLAB to Python

Dissemination Service Uses new Subscription Fulfillment capability to send data via S3 
buckets to both RPS/TT and NDBC. 

Dissemination using SF - distributes all results to 
both RPS/TT and NDBC. Future: Archive; 
Canadian stations.

Security Verifies that code passes security scans and any vulnerabilities 
are addressed 

All data collected via SFTP; old system included 
FTP

OSPO transition Project Monitoring; Modify project on a 24x7x365 basis Limited project monitoring; Current system 
monitored as needed
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So what happens after June 30, 2025?

• OSPO will be monitoring the system and data flows and product 
quality on a 24x7x365 basis.

• If any data from a station is delayed for 8 hours and then 24 hours, 
then an email will be sent to operator’s group and IOOS PM

• Work with IOOS to add and remove stations and/or change a station’s 
beampattern. 

• Future: 
– Move the Archive process into the NCCF instead of via NDBC 
– Add in Canadian stations

Transition to Operations and Beyond
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Lessons Learned and Summary

05

04

Coordinating across 15+ groups of stakeholders is hard! Regular meeting cadence 
plus multiple communication channels (chat space, document repository, etc..) 
cuts down on miscommunications and dropped details

03

02

Communication is Key01

Being adaptable and responsive is key! Project served as test 
case for several services to ensure they would be available on 
our timeline
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Early identification and coordination with stakeholders saves time 
later on (such as with security process)

Establishing deliverables and delineating between “nice to have” 
and “required” is a must for tight deadlines
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Questions?
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For more info, please contact: 

Inger Kittle, OCS Product Implementation Branch inger.kittle@noaa.gov

Thank you!

mailto:inger.kittle@noaa.gov
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Backup Slides
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HFR 
Portals

(SIO, UCSB, Rutgers, 
USM, MBARI, 
UMiami, OSU)

Site = HFR sensor

Portals = 7 institutions (mostly universities)

Node = National servers; produce 500 m, 1 km, 2 
km, and 6 km near real-time total vector (RTV) 
solutions where measurements are available

SIO Node
(HFRnet)

SSH NOAA NDBC 
Node

USCG EDS 
(RPS)

Pathway: Site → Portal → Node

HFR Site 1

HFR Site 2…

HFR Site n

• Backup server
• Development/R&D
• Built NDBC server
• Builds/maintains processing code
• Code to convert raw radials to total 

vectors

• Operational/National server
• Receives configured server 

from Scripps
• Uses Scripps’ processing and 

conversion code

National 
USCG 

SAROPS

RPS Oceans
ERDDAP

(https://hfradar.ioos.
us/radials-erddap/)

• Serves radials only
• Started as IOOS OTT project
• Under development

SIO 
THREDDS

NDBC 
THREDDS

STPS 
(UConn)

NDBC website

AWIPS

NOAA NCEI

NWS 
Telecom 
Gateway

• Monthly archive

• TVs only
• Map with 2 days data
• 500m, 1km, 2km, 6km
• Vectors, 25 hr avg

• 3–4 days of data
• Open data sharing (FAIR)

FTP (pull)

Communication 
Servers 

Silver Spring, MD

SIO CORDC 
website

• TVs only
• Map w/ data access to 2012
• 500m, 1km, 2km, 6km
• Hourly, averages (25hr, 

month, yr) 

Via multiple 
pathways that go 
through several 

web servers
• GRIB Data
• TVs
• Radials (compressed)
• Monthly archive files

NCEP Data Tanks 
(WCOSS)

NCEP/NCO

NOAA models

OUTA98 KWNB

SHFR50 KWNB

• WCOFS
• Future NOS OFS

• Forecasters

6 km

West Coast 
region only

• Doppler spectra
• Radial velocity data

ASCII

GRIB
GRIB

NetCDF

ASCII

• Backup: NDBC THREDDS 

• Data access to 2012
• 500m, 1km, 2km, 6km
• Hourly, averages (25hr, month, yr)
• Open data sharing (FAIR)

SIO FTP 
Server

(ftp://cordcftp
.ucsd.edu/)

CO-OPS
(OceansMap)

• FY 2023:  New 
OceansMap interface

HFRNet:  At it is now

Radials

Both TVs and 
radials

TV
s

https://hfradar.ioos.us/radials-erddap/
https://hfradar.ioos.us/radials-erddap/
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HFRNet:  What is being removed with SIO-CORDC’s departure

https://hfradar.ioos.us/radials-erddap/
https://hfradar.ioos.us/radials-erddap/

